**Introduction**

[introduced **MCHT**](https://wp.me/p27liZ-TD) two weeks ago and presented it as a package for Monte Carlo and boostrap hypothesis testing. Last week, and delved into important technical details and showed how to [make self-contained MCHTest objects](https://wp.me/p27liZ-TG) that don’t suffer side effects from changes in the global namespace. In this article I show how to perform maximized Monte Carlo hypothesis testing using **MCHT**, as described in [1].

**Maximized Monte Carlo Hypothesis Testing**

The usual procedure for Monte Carlo hypothesis testing is:

1. Compute a test statistic for the data on which you wish to test a hypothesis
2. Generate ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAMAAACKnBfWAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJj///9mZmbMzMwQEBAAAABUVFS6urrc3NyIiIgqKip2dnayR2f+AAAAVElEQVQImU3NSRIAERBE0ZQ1me5/3qYiNAvxvVwAkio+VxAmAHOwHfR19qXA60rFMSMyv6vjuilp/Xp3Dmp73FwLH3PIMWq+acc9/6BrGmKRg+T6AcT0AfzAIQ1hAAAAAElFTkSuQmCC)random datasets like the one of interest but with the data generating process (DGP) being the one prescribed by the null hypothesis, and compute the test statistic on each of these datasets
3. Use the [empirical distribution function](https://en.wikipedia.org/wiki/Empirical_distribution_function) of the simulated test statistics to compute the ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value of the test

Monte Carlo tests often make strong distributional assumptions, such as what distribution generated the dataset being tested, but when those assumptions hold, they are exact tests (see [2]). They are not as powerful as if we had the exact distribution of the test statistic under those assumptions but the power increases with ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAMAAACKnBfWAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJj///9mZmbMzMwQEBAAAABUVFS6urrc3NyIiIgqKip2dnayR2f+AAAAVElEQVQImU3NSRIAERBE0ZQ1me5/3qYiNAvxvVwAkio+VxAmAHOwHfR19qXA60rFMSMyv6vjuilp/Xp3Dmp73FwLH3PIMWq+acc9/6BrGmKRg+T6AcT0AfzAIQ1hAAAAAElFTkSuQmCC)(see [3]) and given the power of modern computers getting a large ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAMAAACKnBfWAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJj///9mZmbMzMwQEBAAAABUVFS6urrc3NyIiIgqKip2dnayR2f+AAAAVElEQVQImU3NSRIAERBE0ZQ1me5/3qYiNAvxvVwAkio+VxAmAHOwHfR19qXA60rFMSMyv6vjuilp/Xp3Dmp73FwLH3PIMWq+acc9/6BrGmKRg+T6AcT0AfzAIQ1hAAAAAElFTkSuQmCC)is usually not a problem. Thus Monte Carlo tests are attractive in small sample situations where we do not want to rely on an asymptotic distribution for inference.

However, the procedure outlined above does not allow for nuisance parameters (parameters that are not the subject of interest but whose values are needed in order to conduct inference). In the introductory blog post, while one may view the population standard deviation ![\sigma](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXu7u7///8QEBBMTEwiIiIAAAC6urqqqqp2dnaYmJiIiIgyMjLc3NzMzMy0DLMOAAAAPUlEQVQImR2LQRLAIAwCIZpEa/v/7xa8wMIASI7IjAkQp1hTDbgeWUCIpNFtDel7B21c24hDfo669W4fyR8lywDpBZiLRAAAAABJRU5ErkJggg==)as a nuisance parameter, the test statistic ![\frac{\bar{X} - \mu_0}{\frac{S}{\sqrt{n}}}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACEAAAAfCAMAAABeSlSAAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8AAACYmJi6urqIiIh2dnaqqqru7u5QUFDMzMxmZmYYGBjc3NwyMjJpQsekAAAAx0lEQVQ4jaWSSRbDIAxDVTC2me5/3RqSvjQDsIg2vJgfJIwBQJwJrxSrCkh5gvgMLFwyr2K4fCkokC5EPNsGoFrZ/452QtpWCk0EBN8g2+ctPgsky/8ZVZC8p87ZXdX+L1nLAUgmJorEG/GgvX643GQxusjTMwA5f35WumVwnORaPBmY88h8Vw1xDrT+zMagD4GfEiXwq3lctOFOjoHoV2aLftk4lUKOB2PR5VDsvjrYDJuHvZwOHk+ltH4mSBrEjWkZMz296xeBMgPIDNTBdQAAAABJRU5ErkJggg==)does not depend on it when the data follows a [Gaussian distribution](https://en.wikipedia.org/wiki/Normal_distribution) so there was no need to worry about it. In the case when we switched to data following the exponential distribution, it was still not a problem since its value was specified under the null hypothesis (![\sigma = \mu_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADAAAAAMCAMAAAATZM5jAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmYJCQm6urqqqqru7u6IiIiYmJgyMjJ2dnbU1NRERERUVFQiIiKjtNCcAAAAm0lEQVQokYWSCw7EIAhEURDqp/e/7g7WarK7tS+xwWToDLRERC2CM9ETB47KvKaDic9HNRF7A0Q3WfGI9/vDxKYgu2AZ9HLd/yTi4SJiXlaUZRfJ3TVAhAOxNHed/r+R2N2rpGKI1hgzo7duDBQNJRbpwwYsS0x0o6daM7PoaLCddI3QMe2R3lj7KO36hi/4fgZYq2yUg/T1y3wAeksCyh+seU4AAAAASUVORK5CYII=)). Thus it was no longer a nuisance parameter.

That said, nuisance parameters can still appear when we need to perform inference. Suppose, for example, that our data follows a [Weibull distribution](https://en.wikipedia.org/wiki/Weibull_distribution), denoted by ![X_i \sim \text{WEI}(k, \lambda)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAG8AAAARCAMAAADkMwLjAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///8JCQlmZmaqqqrc3NxERESIiIi6urrMzMx2dnbu7u5UVFSYmJgyMjIiIiIKpC+MAAABzUlEQVQ4ja1U0XaAIAgVQUUt//9zJ6Ct9KxtZ+OhjLhcuKLO/a+VH/xLFU52DuGMXwfjCZVcChB6aOwAytBijL4Fx7EvSaKyRvoF67O+LEQMxMEvbPIbJLxAUqg8LG8J19IdmjEcKxbYeOd3Budoi1pBSgIKQs1r+HgtyRxAK7TajzQ7IsDy3p1Ud/YHe5Ce0uQrXeMy+TJZsg2ahuucjvC2dReoJ0YSbdBNPuZrOdMdtWuVn4MzBK185do02A0OYWr54jtjbjc+Cpb0oLRq6sf+zq4i5DW7h5AsaHpqcMQutyGnkuQbH4/tS2krNZugOFiQ8ip6RsdBy7mmCqGgzqm1pyS9AMeDz7LRrPNmR7Kx5qqfiWVijGbqrthcueTPuQWUIIg3viHAja9vn1/EwjgETfpkwYewxFglod0GKZxSpW9PPk5TT62+Hh3l7i1iFVUG8TznKDtMuF4NT1kUpHMqNg55oLEsOp+tn5AqPc8DndStgsajFwVSVul3GrpES5dPK0Zgm3DdZ2D3mZxC5XOy+STVWV2nvqKg6nq9Znzj+87ic1Bov2dWRyv7LP/Cnvm2VHHz+O8u0XfDhzyrVmU74382vElYePkpc/kBOiIKbagBei0AAAAASUVORK5CYII=), with ![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWYmJjc3Ny6urr///8NDQ1UVFQ/Pz92dnZmZmaqqqoiIiLu7u6B9BbbAAAARUlEQVQImTXKCQqAQAxD0aRpO4v3v69Rx0LhwQ+k1VM++Bu/kkdMHaFEjMsqMLywMuKrzD7ybI5XBUUrrE1FPU3bZSzqBlQKAWxeO+HFAAAAAElFTkSuQmCC)being the shape parameter and ![\lambda](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANCAMAAABM3rQ0AAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///9mZmYQEBC6urrMzMxUVFSNjY0yMjJ2dnaqqqoAAADu7u7dUdOUAAAAO0lEQVQImT3MSQ4AIAgEwWF3+f9/VSJw6qQAAKCBmqVVRlXCzdxMzaPYhSVj+udpgD6WyOvLsXPV+iUOIG0AlKoc2IYAAAAASUVORK5CYII=)the scale parameter. We want to test the set of hypotheses:

![H_0: \lambda = \lambda_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFAAAAAPCAMAAABEF7i9AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmYLCwuIiIiYmJiqqqpUVFS6urrc3Nw4ODh2dnbMzMzu7u4iIiJeq+WSAAAA4klEQVQ4jZVUWxLDIAhEQHwl979ufcWJCdp2PzIj6yIrRACAZFAYDsJAB6gwUY+v6IQ1EdqlBNM245Oms3w9+qVCzDbhkw51zbhWuA2n0M2ryBzl877lH88eI2Ugz5s83RZm73mmWynH5goB4jBlBlijC5pXW2LWstPysUM1PtFD3LyakF3myoMisLT13Ogh7uMS8pVxnlB5l2KlzGpfvC13eoht21oaFXNSc433aIqr5y49X3QXH3RiqU0wppZwHHyNTaj/EYmW7UZP4g4m1fJv0MRe9Kb8BFWcO79+Ib6hij9HmgSKF+J06AAAAABJRU5ErkJggg==)

![H_A: \lambda \neq \lambda_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAQCAMAAABdoLPwAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8LCwtmZmaIiIiYmJhUVFSqqqq6urrMzMwqKirc3Nzu7u52dnZERER/XYDtAAABGUlEQVQ4jYVUibLDIAgEAa8k//+7T1HTeL6dqVNZCixCAQC8QWG4CANdsIO5Z5vnPe1RY6HdRsysn0xy7WkK+YwYTzHFTGXSgX70zngKCW6i5UQX0SIwgsPXa1DnqLv2dMSbEpBhRPz+zAzqhhJ6ulRzndsJcL/qTMbzpINXtCbUjLbZ4mJqcmaH7nt/VrS1XJyKaNOczOBdYKlXZ3lBR1Nz1RkKtXfOB5hhJY9xy5qA2gDuaU4SJRdaRdd3uxz8GvO+kdM8H/Hc7Uej7+RvbFrJgOkbC94aNGXGdz1sKzmoiX5P3fen0RpzGh/P1oZ5C0ewW5upau+t6SPHvVfM66GIyT6+RnwoH7L/eyqgdZk6S/8XtKnnyP4B00IFYMHzxqIAAAAASUVORK5CYII=)

We can use the generalized likelihood ratio test to form a test statistic (which I won’t repeat hear but does appear in the code below). While [Wilks’ theorem](https://en.wikipedia.org/wiki/Wilks%27_theorem) tells us about the asymptotic distribution of the test statistic, it says nothing about the exact distribution of the test statistic at a particular sample size, and it’s not given that the test statistic is [pivotal](https://en.wikipedia.org/wiki/Pivotal_quantity) and thus independent of the value of nuisance parameters under the null hypothesis (the nuisance parameter, in this case, being the shape parameter ![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWYmJjc3Ny6urr///8NDQ1UVFQ/Pz92dnZmZmaqqqoiIiLu7u6B9BbbAAAARUlEQVQImTXKCQqAQAxD0aRpO4v3v69Rx0LhwQ+k1VM++Bu/kkdMHaFEjMsqMLywMuKrzD7ybI5XBUUrrE1FPU3bZSzqBlQKAWxeO+HFAAAAAElFTkSuQmCC)).

What then can we do? A bootstrap test would estimate the value of the nuisance parameter under the null hypothesis and use that estimate as the actual value when generating new, simulated test statistics. Bootstrap tests, however, are not exact tests (see [2]) and we’ve decided that we want a test with stronger guarantees.

[1] introduced the maximized Monte Carlo (MMC) test, which proceeds as described below:

1. Compute the test statistic from the data.
2. Generate ![N](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAMCAMAAACKnBfWAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6YmJj///9mZmbMzMwQEBAAAABUVFS6urrc3NyIiIgqKip2dnayR2f+AAAAVElEQVQImU3NSRIAERBE0ZQ1me5/3qYiNAvxvVwAkio+VxAmAHOwHfR19qXA60rFMSMyv6vjuilp/Xp3Dmp73FwLH3PIMWq+acc9/6BrGmKRg+T6AcT0AfzAIQ1hAAAAAElFTkSuQmCC)collections of random numbers, such as uniformly distributed random numbers, and use those random numbers for generating random copies of test statistics that depend on the values of nuisance parameters (notice that the random numbers are effectively *not* discarded)
3. Use an optimization procedure ([1] suggested simulated annealing) to pick values for the nuisance parameters such that the ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value is maximized; the maximally chosen ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value is the ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value of the test

[1] showed that this procedure yields ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-values that, while not as precise as if we knew the values of the nuisance parameters that produced the data, are at least *conservative*, in the sense that they’re no smaller than they should be (thus biasing our conclusions in favor of the null hypothesis). This is the best we can hope for in this context.

MMC is intuitive and compelling, and the theoretical guarantee gives us confidence in our conclusions, but it’s not a panacea. First, the optimization procedure is costly in work and time. Second (and, in my opinion, the biggest problem), the procedure may be *too* conservative. There’s a strong chance that the procedure will find *some* values for nuisance parameters that yield a large ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value, perhaps a combination not at all resembling the actual values of the nuisance parameters that produced the data. In short, MMC can be severely lacking in [power](https://en.wikipedia.org/wiki/Power_(statistics)). When it does reject the null hypothesis, it’s compelling, but otherwise it’s not convincing that the alternative hypothesis is false.

**MMC in MCHT**

Creating an implementation of MMC in R was my original goal in developing **MCHT**, and all that needs to be done to perform MMC is pass a value the nuisance\_params parameter and an appropriate list to optim\_control.

Let’s take the hypothesis test mentioned above and prepare to implement it using **MCHT**. I will be using **fitdistrplus** for maximum likelihood estimation, as required by the test statistic (see [[4]](https://www.jstatsoft.org/article/view/v064i04)).

library(MCHT)

## .------..------..------..------.

## |M.--. ||C.--. ||H.--. ||T.--. |

## | (\/) || :/\: || :/\: || :/\: |

## | :\/: || :\/: || (\_\_) || (\_\_) |

## | '--'M|| '--'C|| '--'H|| '--'T|

## `------'`------'`------'`------' v. 0.1.0

## Type citation("MCHT") for citing this R package in publications

library(fitdistrplus)

registerDoParallel(detectCores())

# To be passed to test\_stat

ts <- function(x, scale = 1) {

fit\_null <- coef(fitdist(x, "weibull", fix.arg = list("scale" = scale)))

kt <- fit\_null[["shape"]]

l0 <- scale

fit\_all <- coef(fitdist(x, "weibull"))

kh <- fit\_all[["shape"]]

lh <- fit\_all[["scale"]]

n <- length(x)

# Test statistic, based on the negative-log-likelihood ratio

suppressWarnings(n \* ((kt - 1) \* log(l0) - (kh - 1) \* log(lh) -

log(kt/kh) - log(lh/l0)) - (kt - kh) \* sum(log(x)) + l0^(-kt) \*

sum(x^kt) - lh^(-kh) \* sum(x^kh))

}

# To be passed to stat\_gen; localize\_functions will be TRUE

sg <- function(x, scale = 1, shape = 1) {

x <- qweibull(x, shape = shape, scale = scale)

test\_stat(x, scale = scale)

}

The MCHTest() parameter nuisance\_params accepts a character vector giving the names of nuisance parameters the distribution of the test statistic may depend upon, and those names must be among the arguments of the function passed to stat\_gen; that function is expected to know how to handle those parameters. In this case, rand\_gen will not be specified since by default it gives uniformly distributed random variables. It’s a well-known fact in probability that the inverse of the CDF of a random variable (which are the q functions in R) applied to a uniformly distributed random variable yields a random variable that follows the distribution prescribed by the CDF. Hence the use of qweibull() above, which is being applied to datasets of uniformly distributed random variables that are effectively fixed when stat\_gen will be called. Then the test statistic computed will be computed from data that follows the scale parameter ![\lambda](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAANCAMAAABM3rQ0AAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///9mZmYQEBC6urrMzMxUVFSNjY0yMjJ2dnaqqqoAAADu7u7dUdOUAAAAO0lEQVQImT3MSQ4AIAgEwWF3+f9/VSJw6qQAAKCBmqVVRlXCzdxMzaPYhSVj+udpgD6WyOvLsXPV+iUOIG0AlKoc2IYAAAAASUVORK5CYII=)prescribed by the null hypothesis but for some set value of ![k](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWYmJjc3Ny6urr///8NDQ1UVFQ/Pz92dnZmZmaqqqoiIiLu7u6B9BbbAAAARUlEQVQImTXKCQqAQAxD0aRpO4v3v69Rx0LhwQ+k1VM++Bu/kkdMHaFEjMsqMLywMuKrzD7ybI5XBUUrrE1FPU3bZSzqBlQKAWxeO+HFAAAAAElFTkSuQmCC), the shape parameter.

The MCHTest object will then perform simulated annealing to choose the value of the nuisance parameter that maximizes the ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value under the null hypothesis for the given dataset. Simulated annealing is implemented in the GenSA() function provided by the **GenSA** package (see [[5]](https://journal.r-project.org/archive/2013/RJ-2013-002/index.html)). GenSA() needs a description of what set of parameter values over which to optimize and there is no general method for choosing this, so MCHTest() will require that a list be passed to optim\_control that effectively contains the parameters that will be passed to GenSA(). At minimum, this list must contain an upper and a lower element, each of which are numeric vectors with names exactly like the character vector passed to nuisance\_params; these vectors specify the space GenSA() will search to find the optima. Other elements can be passed to control GenSA(), and I highly recommend reading the function’s documentation for more details.

There’s an additional parameter of MCHTest(), threshold\_pval, that matters to the optimization. GenSA() will take many steps to make sure it reaches a good optimal value, perhaps taking too long. The authors of **GenSA** recommend specifying an additional terminating condition to speed up the process. threshold\_pval will alter the threshold.stop parameter in the control list of optim\_control so that the algorithm terminates when the estimated ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value crosses threshold\_pval‘s value. Effectively, this means that we know that whatever the true ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-value of the test is, it’s larger than that threshold, and if the threshold is chosen appropriately, we know that we should not reject the null hypothesis based on the results of this test.

While giving threshold\_pval a number less than 1 can help terminate the algorithm in the case of not rejecting the null hypothesis, the algorithm can still run for a long time if the test will eventually return a statistically significant result. For this reason, I recommend that optim\_list contain a list called control and that the list should have a max.time element telling the algorithm the maximum running time (in seconds) it should have.

With all this in mind, we create the MCHTest object below:

mc.wei.scale.test <- MCHTest(ts, sg, N = 1000, seed = 123,

test\_params = "scale", nuisance\_params = "shape",

optim\_control = list("lower" = c("shape" = 0),

"upper" = c("shape" = 100),

"control" = list(

"max.time" = 10

)), threshold\_pval = .2,

localize\_functions = TRUE)

mc.wei.scale.test(rweibull(10, 2, 2), scale = 4)

##

## Monte Carlo Test

##

## data: rweibull(10, 2, 2)

## S = 7.2983, p-value < 2.2e-16

**Conclusion**

The MMC procedure is intersting and I don’t think any package implements it to the level I have in **MCHT**. The power of the procedure itself concerns me, though. Fortunately, the package also supports bootstrap testing, which I will discuss [next week](https://wp.me/p27liZ-TU).

**References**

1. J-M Dufour, *Monte Carlo tests with nuisance parameters: A general approach to finite-sample inference and nonstandard asymptotics*, Journal of Econometrics, vol. 133 no. 2 (2006) pp. 443-477
2. J. G. MacKinnon, *Bootstrap hypothesis testing* in *Handbook of computational econometrics* (2009) pp. 183-213
3. A. C. A. Hope, *A simplified Monte Carlo test procedure*, JRSSB, vol. 30 (1968) pp. 582-598
4. M. L. Delignette-Muller and C. Dulag, *fitdistrplus: an R package for fitting distributions*, J. Stat. Soft., vol. 64 no. 4 (2015)
5. Y. Xiang et. al., *Generalized simulated annealing for global optimization: the GenSA package*, R Journal, vol. 5 no. 1 (2013) pp. 13-28